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ВВЕДЕНИЕ

Целью учебной практики является изучение научных, методологических, технологических, алгоритмических и программных методов разработки искусственного интеллекта для анализа медицинских изображений.

Также в ходе практики будут рассмотрены возможности совместного внедрения механизмов машинного зрения и языковых моделей. Подразумевается, что при помощи машинного зрения система будет получать входную информацию для дальнейшего анализа, а языковая модель будет выступать в роли эксперта, который формирует первичное заключение исходя из информации, которая была получена из изображения.

Помимо этого, также будет затронут вопрос возможности объединения вышеописанных механизмов с системой хранения медицинских изображений PACS.

В ходе учебной практики необходимо рассмотреть следующие задачи:

1. Описание актуальности вопросов внедрения систем искусственного интеллекта в систему здравоохранения.

2. Описание разработки искусственного интеллекта для анализа медицинских изображений с указанием национальных проектов, или приоритетных направлений развития науки, технологий и техники в РФ и критических технологий или Федеральных целевых программ.

3. Сравнение и оценка научных, методологических, технологических, алгоритмических, программных решений по теме исследования «Анализ цифровых рентгеновских снимков с использованием технологий искусственного интеллекта».

4. Постановка задачи исследования.

5. Создание макета автореферата и проекта статьи по теме исследования «Анализ цифровых рентгеновских снимков с использованием технологий искусственного интеллекта».

1. Общая характеристика работы

**Актуальность темы исследования.** Искусственный интеллект (ИИ) представляет собой одну из наиболее значительных технологических революций XXI века, оказывая глубокое влияние на различные сферы человеческой деятельности. В частности, медицина, как область, требующая высокой степени точности и эффективности, становится ареной активного внедрения ИИ-технологий. Современные достижения в области машинного обучения, обработки естественного языка и анализа больших данных открывают новые горизонты для диагностики, лечения и управления заболеваниями.

Актуальность разработки любых систем искусственного интеллекта корнями уходит в поиск возможностей частичной или полной автоматизации рутинных операций, которые до этого выполняются человеком. В части анализа медицинских изображений, весь процесс можно разбить на несколько этапов. Примером послужит рентгенодиагностическое исследование:

1. Формирование рентгеновского изображения аппаратными средствами рентгенодиагностического комплекса рентгенолаборантом.
2. Первичная обработка изображения рентгенолаборантом (кадрирование, выравнивание параметров яркости и контрастности изображения, обозначение проекций).
3. Запись изображения и сопутствующей информации в систему хранения рентгеновских изображений.
4. Получение изображения и сопутствующей информации врачом-рентгенологом на свою рабочую станцию.
5. Анализ изображения, поиск отклонений врачом-рентгенологом.
6. Формирование врачом-рентгенологом текстового заключения на основании полученной из изображения информации.

В настоящее время процесс рентгенодиагностики уже является достаточно высокотехнологичным в силу повсеместного внедрения компьютерных систем. На смену плёночным носителям рентгеновских изображений, пришла цифровая технология их получения. С другой стороны, пункты 1-2, описанные выше, пока не позволяют внедрять системы искусственного интеллекта, так как работа рентгенолаборанта заключается в правильном позиционировании как пациента, так и штативного устройства.

Пункты 3-4 на данный момент уже хорошо автоматизированы в большинстве систем, так как требуют применения типовых технологий.

Основной интерес вызывают пункты 5-6, так как в этом заключается основная работа врача-рентгенолога и она носит массовый характер. Для пункта 5 актуальным будет внедрение механизма машинного зрения, что позволит проводить поиск возможных аномалий и отклонений независимо от врача и в процессе работы система сможет формировать собственный «взгляд» на исследование.

В свою очередь, для пункта 6 можно применить языковые модели. Особенностью данного подхода станет формирование нескольких предложений, касательно каждой обнаруженной аномалии на изображении. В перспективе такой приём может позволить сократить временные затраты на анализ каждого исследования, а соответственно повысить эффективность системы рентгенодиагностики.

Российская система здравоохранения нуждается в повышении своей эффективности за счёт привлечения большого потока специалистов, но это не всегда возможно в условиях географических особенностей. Национальная академия медицинского образования имени Н.А. Бородина провела исследование и опубликовала статью на портале ДЗЕН [1]. В данной статье основной акцентировано внимание на причины нехватки врачей, которые заключаются в том числе и в неравномерном распределении кадров по стране. Существует большое количество причин данному явлению, но всё сводится к различному уровню жизни в регионах, что влияет также на уровень зарплат специалистов. Это приводит к оттоку специалистов в столичные регионы.

Помимо проблемы миграции специалистов, также существует общая нехватка кадров в отрасли. На заседании экспертного совета по здравоохранению в Совете Федерации по социальной политике в 2023 году прозвучало, что потребность в кадрах составляет 29 тысяч врачей и 63 тысячи средних медицинских работников. Об этом свидетельствует статья на портале РИА Новости [2].

Таким образом, в ближайшие годы с малой вероятностью произойдет насыщение системы здравоохранения необходимым количеством специалистов. В данном случае, для повышения эффективности необходимо внедрять решения, обладающие возможностью для снижения затрат ресурсов для медицинского обслуживания населения.

**Степень разработанности темы.** Проблема создания систем искусственного интеллекта для анализа медицинских изображений исследуется повсеместно. Например в работе Горюшкина Е.И. и Антипина А.В., где описывается метод решения данной проблемы с помощью языковых моделей, а именно CHATGPT, показан достаточно интересный подход к решению данной задачи [3]. Однако этот способ имеет существенный недостаток – языковая модель может лишь участвовать в диалоге и у неё отсутствует возможность формирования описания изображения. Таким образом, используется промежуточная среда в виде другого сервиса, которая сначала составляет текстовое описание изображения, что может повлечь за собой погрешность в итоговом результате.

Также необходимо помнить, что в настоящее время рентгенология в России претерпевает технологическое преобразование. До сих пор до конца не закончен переход от аналоговых методов формирования изображения к цифровым. Камышанская И.Г., Черемисин В.М., Питель Е.С., Садуакасова А.Б. в своей работе, где описывалось современное состояние рентгенотехники и рентгенологии в России, указывают что «Современный период развития рентгенотехники следует также рассматривать как переходный, когда сосуществуют классическая плёночная аппаратура и современное цифровое оборудование»[4]. С другой же стороны переход на цифровую аппаратуру выгоден государству, и оно будет способствовать скорейшему окончанию данного переходного периода.

С другой стороны, в зарубежном секторе программного обеспечения уже присутствуют наработки в области анализа рентгенограмм при помощи ИИ. В обзоре медицинского программного обеспечения с искусственным интеллектом, составленным Ненашевой Е.А., повествуется о ПО «OsteoDetect», которое специализируется на оценке специфичных областей дистального конца лучевой кости, где обычно возникают трещины [5].

На текущий момент широкое распространение систем для анализа медицинских изображений отсутствует. Проводятся эксперименты по внедрению таких систем в Москве, что может говорить о не скором внедрении подобных решений по всей территории России.

**Объект исследования –** Рентгеновские изображения, используемые в медицинской диагностике, и их интерпретация с помощью технологий искусственного интеллекта.

**Предмет исследования –** Методы и алгоритмы искусственного интеллекта, применяемые для анализа рентгеновских изображений.

**Цель диссертационной работы** – улучшение качества существующих и поиск новых решений для анализа рентгеновских снимков с использованием технологий искусственного интеллекта.

Для достижения поставленной цели требуется выполнение следующих задач:

1. Проанализировать существующие подходы к разработке ИИ для анализа медицинских изображений и осуществить поиск готовых решений, основанных на принципах открытого исходного кода.

2. Создать алгоритм машинного зрения для распознавания рентгеновских изображений.

3. Создать алгоритм текстового описания обнаруженных аномалий.

4. Провести тестирование функционала на основе обезличенных рентгеновских исследований.

**Научная новизна** диссертационного исследования заключается в следующем:

1. Разрабатываемая система способна анализировать изображения методами машинного зрения и формировать пользователю подсказки в виде подсвечивания областей интереса.
2. Разрабатываемая система обладает функционалом формирования текстового описания найденных областей интереса «врачебной лексикой», что позволит быстрее и эффективнее формировать диагноз.
3. Разрабатываемая система включает в свой состав PACS систему для хранения и систематизации исследований.
4. Разрабатываемая система имеет возможность выступать в виде DICOM просмотрщика изображений, что исключает необходимость в использовании стороннего ПО.
5. Разрабатываемая система интегрирована с текстовыми редакторами свободного распространения для удобной работы с документами в едином формате.

**Теоретическая значимость работы.**

Работа вносит вклад в развитие теории анализа медицинских изображений при помощи технологий искусственного интеллекта. Предложенные теоретические положения описывают методы сбора данных, разработки алгоритмов машинного обучения для формирования механизма распознавания медицинских изображений. Полученные результаты могут быть использованы для дальнейших исследований в области искусственного интеллекта и медицинской диагностики.

**Практическая значимость работы.** В рамках работы создаётся информационная система, выступающая в роли интерактивного справочника с возможностью анализа поступающих рентгеновских изображений. Данная система содержит в своём составе сервис для анализа изображений методами машинного зрения, языковую модель для составления предварительного диагноза, пакет программного обеспечения для хранения и систематизации рентгеновских изображений, также известная как PACS-система.

**Методы исследования.** Системный анализ, теория управления и принятия решений, методы машинного обучения, теория вероятностей и математическая статистика, методы объектно-ориентированного проектирования, процедурные методы разработки программного обеспечения.

**Положения, выносимые на защиту.**

1. Методика анализа медицинских изображений методами машинного зрения.
2. Методика описания областей интереса на изображениях в текстовом виде с использованием языковых моделей.
3. Алгоритм сбора и обработки информации для реализации технологии искусственного интеллекта в рамках проекта.
4. Система принятия решений и построения проекта диагноза на основе разработанных методик, моделей, процедур и алгоритмов.
5. Обзор известных методов и средств решения проблемы

Описание предметной области

Искусственный интеллект (ИИ) в медицине представляет собой быстро развивающуюся область, которая сочетает в себе передовые технологии обработки данных, машинного обучения и анализа больших данных для улучшения диагностики, лечения и управления здравоохранением. В последние годы ИИ стал важным инструментом в различных аспектах медицинской практики, включая радиологию, патоморфологию, геномику, клиническую практику и управление медицинскими учреждениями.

Одной из ключевых областей применения ИИ в медицине является диагностика заболеваний. Алгоритмы машинного обучения, обученные на больших объемах медицинских изображений, могут эффективно выявлять патологии, такие как рак, пневмония и другие заболевания, с точностью, сопоставимой с опытными специалистами. Например, системы, использующие глубокое обучение, способны анализировать рентгеновские снимки и МРТ, предоставляя врачам дополнительные инструменты для принятия решений.

Несмотря на значительные преимущества, использование ИИ в медицине также сопряжено с рядом вызовов. Это включает вопросы этики, конфиденциальности данных, а также необходимость валидации и стандартизации алгоритмов. Важно обеспечить, чтобы решения, принимаемые на основе ИИ, были прозрачными и объяснимыми для медицинских работников и пациентов.

В 2024 году заканчивается цикл национальных проектов и уже в 2025 году планируется внедрение новых. Направления новых национальных проектов продолжают ранее заданный правительством вектор развития.

Национальные проекты и приоритетные направления:

* Указ Президента Российской Федерации от 10.10.2019 г. № 490 «О развитии искусственного интеллекта в Российской Федерации». Указ сформирован в целях обеспечения ускоренного развития искусственного интеллекта в Российской Федерации, проведения научных исследований в области искусственного интеллекта, повышения доступности информации и вычислительных ресурсов для пользователей, совершенствования системы подготовки кадров в этой области [6].
* Национальный проект России «Цифровая экономика». В рамках реализации Указов Президента Российской Федерации от 7 мая 2018 г № 204 «О национальных целях и стратегических задачах развития Российской Федерации на период до 2024 года» и от 21.07.2020 г. № 474 «О национальных целях развития Российской Федерации на период до 2030 года», в том числе с целью решения задачи по обеспечению ускоренного внедрения цифровых технологий в экономике и социальной сфере, Правительством Российской Федерации сформирована национальная программа «Цифровая экономика Российской Федерации» утвержденная протоколом заседания президиума Совета при Президенте Российской Федерации по стратегическому развитию и национальным проектам от 4 июня 2019 г. № 7 [7].
* Национальные проекты «Здравоохранение» и «Демография». Ключевые цели национального проекта – снижение младенческой смертности, смертности населения трудоспособного возраста, смертности населения от сердечно-сосудистых и онкологических заболеваний, больничной летальности от инфаркта и инсульта, рост числа рентгенэндоваскулярных операций, достижение практически полной укомплектованности врачами и медсестрами подразделений, оказывающих амбулаторную помощь, внедрение «бережливых технологий» в медицинских организациях, обеспечение охвата граждан профилактическими медосмотрами не реже одного раза в год, рост объема экспорта медицинских услуг [8].
* Национальный проект «Экономика данных». Нацпроект направлен на цифровизацию отраслей экономики и социальной сферы и достижение технологического суверенитета и лидерства. Новые цифровые сервисы делают жизнь россиян легче и удобнее, а меры по борьбе с кибермошенничеством — безопаснее. Ведётся активная подготовка ИТ-специалистов, развиваются квантовые технологии и искусственный интеллект.[9]
* Национальный проект «Технологии здоровья». Благодаря комплексу мер нацпроекта медицинские исследования и разработки становятся эффективнее. Создаются условия для их использования на практике. Одна из основных целей — достичь технологического суверенитета в производстве лекарственных препаратов, биомедицинских клеточных продуктов, продуктов тканевой инженерии и медицинских изделий.[10]

Федеральные проекты:

* Федеральный проект «Искусственный интеллект». Задачей проекта является создание условий для того, чтобы предприятия и граждане использовали продукты и услуги, основанные на преимущественно отечественных технологиях искусственного интеллекта, обеспечивающих качественно новый уровень эффективности деятельности [11].
* Федеральный проект «Создание единого цифрового контура в здравоохранении на основе единой государственной информационной системы в сфере здравоохранения (ЕГИСЗ)» Федеральный проект «Создание единого цифрового контура в здравоохранении на основе единой государственной информационной системы в сфере здравоохранения (ЕГИСЗ)», входящий в национальный проект «Здравоохранение», направлен на обеспечение доступности гражданам цифровых сервисов посредством внедрения электронного документооборота, в том числе телемедицинских технологий, электронной записи к врачу, электронных рецептов, а также на повышение эффективности функционирования системы здравоохранения путем создания механизмов взаимодействия медицинских организаций на основе ЕГИСЗ, внедрения цифровых технологий и платформенных решений, формирующих единый цифровой контур здравоохранения [12].

В рамках изучения нормативных документов удалось сделать вывод, что разработка систем анализа медицинских изображений при помощи искусственного интеллекта недостаточно регламентирована. Нормативные акты и законы, регулирующие выпуск подобных продуктов, считаются устаревшими, так как регламентирую оборот и регистрацию медицинских изделий целиком. Все перечисленные программы и инициативы подчеркивают значимость использования ИИ в сфере здравоохранения для достижения высокой эффективности в области медицинского обслуживания населения. Разработка информационной системы для анализа медицинских изображений методами машинного зрения, описанная в данном исследовании, соответствует стратегическим целям государственной политики в области науки и технологий, а также способствует развитию цифровой экономики и повышению качества оказываемых медицинских услуг населению.

Этапы развития технологий искусственного интеллекта в медицине

Развитие искусственного интеллекта (ИИ) в медицине прошло несколько ключевых этапов и охватывает множество направлений:

1. Ранние исследования (1950-е - 1980-е годы): Первые эксперименты с ИИ в медицине начались в 1950-х годах. Одним из первых примеров является программа MYCIN, разработанная в 1970-х годах для диагностики инфекционных заболеваний и выбора антибиотиков. Она использовала правила и логические выводы для анализа симптомов.
2. Экспертные системы (1980-е - 1990-е годы): В этот период начали развиваться экспертные системы, которые могли помогать врачам в принятии решений. Эти системы использовали базы знаний и правила для диагностики и лечения, но их применение было ограничено из-за сложности и необходимости постоянного обновления данных.
3. Машинное обучение и анализ данных (1990-е - 2000-е годы): С развитием технологий и увеличением объема медицинских данных началось активное использование методов машинного обучения. Это позволило анализировать большие объемы данных, выявлять закономерности и делать прогнозы. Например, ИИ стал использоваться для анализа медицинских изображений.
4. Глубокое обучение (2010-е годы): С появлением глубоких нейронных сетей ИИ достиг новых высот в медицине. Глубокое обучение стало основой для разработки систем, способных распознавать паттерны в медицинских изображениях (например, рентгеновских снимках, МРТ и КТ). Это привело к значительному улучшению точности диагностики.
5. Персонализированная медицина (2010-е - настоящее время): ИИ стал важным инструментом в области персонализированной медицины, где алгоритмы анализируют генетические данные, историю болезни и другие факторы для разработки индивидуальных планов лечения.
6. Телемедицина и виртуальные помощники: В последние годы ИИ активно используется в телемедицине, где виртуальные помощники помогают пациентам получать консультации и рекомендации. Данные методы показали особую актуальность в условиях пандемии COVID-19.

Сравнение и оценка научных, методологических, технологических, алгоритмических, программных решений по теме исследования

**Научные решения.**

Анализ медицинских изображений с использованием методов машинного зрения является одной из наиболее активно развивающихся областей в медицине и информатике. Существует множество научных решений и подходов, которые применяются для обработки и анализа медицинских изображений:

* **Классификация изображений**: использование сверточных нейронных сетей (CNN) для классификации медицинских изображений, таких как рентгеновские снимки, МРТ и КТ. Например, CNN могут быть обучены для различения здоровых и больных   
  тканей [13].
* **Сегментация изображений**: алгоритмы сегментации, такие как U-Net и Mask R-CNN, используются для выделения областей интереса на медицинских изображениях, например, для определения границ опухолей или других аномалий [14].
* **Обнаружение объектов**: методы, такие как YOLO (You Only Look Once) и Faster R-CNN, применяются для обнаружения и локализации патологий на изображениях, например, для выявления узлов в легких на рентгеновских снимках [15].
* **Анализ временных рядов**: в случае динамических изображений, таких как ультразвуковые исследования, используются методы анализа временных рядов для отслеживания изменений в состоянии пациента [16].
* **Генерация изображений**: генеративные состязательные сети (GAN) могут быть использованы для создания синтетических медицинских изображений, что может помочь в обучении моделей, особенно в случаях, когда данные ограничены [17].
* **Интеграция с клиническими данными**: комбинирование анализа изображений с другими источниками данных, такими как электронные медицинские записи (EMR), для более точной диагностики и прогнозирования исходов лечения [18].
* **Объяснимый ИИ**: разработка методов, позволяющих объяснять решения, принимаемые моделями машинного обучения, что особенно важно в медицине для повышения доверия врачей и пациентов к результатам анализа [19].
* **Трансферное обучение**: использование предобученных моделей на больших наборах данных для улучшения производительности на специфических медицинских задачах, что позволяет сократить время и ресурсы на обучение [20].
* **Мультимодальный анализ**: объединение данных из различных источников (например, изображений, генетической информации и клинических данных) для более комплексного анализа состояния пациента [21].
* **Клинические испытания и валидация**: проведение клинических испытаний для оценки эффективности и безопасности алгоритмов, а также их интеграции в клиническую практику [22].
* **Языковые модели:** использование трансформеров и других архитектур для обработки и анализа текстовой информации. Языковые модели, такие как GPT и BERT, могут выполнять задачи, связанные с пониманием и генерацией текста, включая классификацию, резюмирование и перевод. Например, они могут быть обучены для извлечения ключевых данных из медицинских записей или для генерации отчетов на основе клинических данных, что способствует улучшению взаимодействия между врачами и пациентами. [23]

В рамках данной работы, наиболее эффективными и доступными для работы с изображениями будут методы классификации, сегментации изображений и обнаружение объектов. Для генерации текстовых подсказок наиболее подходящими являются языковые модели.

Другие же методы не представляется возможности использовать в рамках работы по причине их концептуального несоответствия (анализ временных рядов, анализируемые изображения не будут динамическими) или отсутствия необходимости (генерация синтетических изображений, при выполнении работы ожидается получение насыщенного датасета входных данных).

**Методологические решения.**

Методика разработки механизма анализа изображений методами машинного зрения сводится к нескольким ключевым решениям:

* **Предобработка изображений** – Использование фильтров для уменьшения шума, повышения контрастности и улучшения четкости изображений. Приведение изображений к единому масштабу и формату для обеспечения согласованности данных.
* **Разделение данных** - обучающая, валидационная и тестовая выборки. Разделение данных на три подгруппы для обучения модели, настройки гиперпараметров и оценки производительности.
* **Выбор и обучение модели** – наиболее подходящей для решения этой задачи архитектурой будет CNN – сверточные нейронные сети.
* **Сегментация и обнаружение объектов** – применение U-Net, Mask R-CNN и других архитектур для выделения областей интереса на изображениях.
* **Анализ и интерпретация результатов** – использование метрик, таких как точность, полнота, F1-мера и AUC-ROC, для оценки производительности моделей.

В свою очередь, методику разработки механизма описания изображений с использованием языковых моделей можно представить в виде перечня задач:

**Сбор данных** – для обучения системы необходимо собрать набор данных, содержащий изображения и соответствующие текстовые описания.

**Предобработка данных** – на этом этапе данные подготавливаются для обучения:

**Обработка изображений (описана выше) и текста** – текстовые описания токенизируются, нормализуются и преобразуются в числовые представления (например, с использованием методов векторизации, таких как Word2Vec, GloVe или BERT)..

**Извлечение признаков из изображений** (описано выше) – необходимо для получения векторных представлений изображений, которые затем будут переданы в языковую модель.

**Модель генерации описаний** – система может использовать архитектуру, основанную на механизме внимания (attention mechanism) или трансформерах для генерации текстовых описаний на основе извлеченных признаков изображений. Основные подходы:

* Система "Encoder-Decoder": В этой архитектуре "encoder" (кодировщик) принимает вектор признаков изображения, а "decoder" (декодировщик) генерирует текстовое описание. Механизм внимания может быть использован для улучшения качества генерации, позволяя модели фокусироваться на различных частях изображения при создании каждого слова описания [24].
* Трансформеры: Современные подходы могут использовать трансформеры, такие как BERT или GPT, для генерации описаний. В этом случае вектор признаков изображения может быть объединен с токенами текста, чтобы создать контекст для генерации.

**Обучение модели – м**одель обучается на собранном наборе данных, используя методы обучения с учителем. Функция потерь может быть основана на кросс-энтропии, которая измеряет разницу между предсказанными и истинными текстовыми описаниями.

**Генерация описаний -** после обучения модель может использоваться для генерации описаний новых изображений.

**Оценка качества** – качество сгенерированных описаний можно оценивать с помощью различных метрик, таких как BLEU, METEOR или CIDEr, которые сравнивают сгенерированные описания с реальными аннотациями.

Подробное описание механизмов работы с изображениями

**Классификация изображений** — это задача, в которой модель должна определить, к какому классу принадлежит данное изображение. Основные методы:

* **Сверточные нейронные сети (CNN):** это наиболее распространенный подход для классификации изображений. CNN автоматически извлекают признаки из изображений и могут обучаться на больших наборах данных [25].
* **Предобученные модели:** Модели, такие как VGG [26], ResNet [27], Inception [28] и EfficientNet [29], могут быть использованы для классификации, используя transfer learning. Это позволяет использовать уже обученные модели на больших наборах данных и адаптировать их к конкретной задаче.

**Сегментация изображений** — это процесс разделения изображения на несколько сегментов или объектов. Существует два основных типа сегментации:

* **Семантическая сегментация:** Каждому пикселю изображения присваивается класс. Например, в изображении с автомобилем и пешеходом каждый пиксель, относящийся к автомобилю, будет помечен как "автомобиль", а пиксели пешехода — как "пешеход". Для семантической сегментации часто используются архитектуры, такие как U-Net [30] и Fully Convolutional Networks (FCN) [31].
* **Инстансная сегментация:** это более сложная задача, где необходимо не только определить класс каждого пикселя, но и различать разные экземпляры одного и того же класса. Примеры методов включают Mask R-CNN [32] и DeepLab [33].

**Обнаружение объектов** — это задача, которая включает в себя определение местоположения объектов в изображении и их классификацию. Основные методы:

* **Регрессия ограничивающих рамок:** модели, такие как YOLO [34] и SSD [35], выполняют обнаружение объектов в реальном времени, предсказывая ограничивающие рамки и классы объектов одновременно.
* **Региональные методы:** такие как R-CNN и его улучшенные версии (Fast R-CNN, Faster R-CNN), которые сначала генерируют регионы интереса, а затем классифицируют их. [36][37]

Подробное описание языковой модели

Языковые модели — это системы, которые используют статистические и машинные методы для обработки и генерации текста на естественном языке. Они обучаются на больших объемах текстовых данных и могут выполнять различные задачи, такие как генерация текста, перевод, ответ на вопросы и многое другое. Принцип работы языковых моделей основан на нескольких базовых принципах.

1. Обработка текста

Языковые модели начинают с обработки текста, который может включать в себя токенизацию (разделение текста на слова или подслова), нормализацию (приведение к единому регистру, удаление знаков препинания и т.д.) и векторизацию (преобразование слов в числовые представления).

* **Токенизация**: Разделение текста на отдельные элементы (токены). Это может быть сделано на уровне слов или подслов (например, с использованием Byte Pair Encoding, BPE) [38].

1. Архитектура модели

Современные языковые модели часто используют архитектуры на основе нейронных сетей, такие как рекуррентные нейронные сети (RNN), трансформеры и их вариации.

* **Рекуррентные нейронные сети (RNN)**: Эти сети обрабатывают последовательности данных, сохраняя информацию о предыдущих токенах. Однако они могут сталкиваться с проблемами, связанными с долгосрочной зависимостью [39].
* **Трансформеры**: Архитектура трансформеров, предложенная в работе "Attention is All You Need" [40], использует механизм внимания, который позволяет модели фокусироваться на различных частях входной последовательности, что значительно улучшает качество обработки текста и позволяет эффективно обрабатывать длинные последовательности.

1. Обучение модели

Языковые модели обучаются на больших объемах текстовых данных с использованием методов обучения с учителем или без учителя. Основные подходы включают:

* **Обучение с учителем**: Модель обучается предсказывать следующий токен в последовательности на основе предыдущих токенов. Это часто реализуется с использованием функции потерь, такой как кросс-энтропия [41].
* **Обучение без учителя**: Модели, такие как BERT (Bidirectional Encoder Representations from Transformers) [42], используют методы предобучения, такие как маскированное языковое моделирование, где некоторые токены в предложении маскируются, и модель должна предсказать их.

1. Генерация текста

После обучения языковые модели могут генерировать текст, используя различные стратегии, такие как жадный алгоритм, выбор с температурой или выбор с использованием метода beam search. Эти методы помогают контролировать разнообразие и качество генерируемого текста [43].

Описание PACS – системы

PACS (Picture Archiving and Communication System) — это система, используемая в медицинской визуализации для хранения, передачи и управления изображениями, полученными с помощью различных методов диагностики, таких как рентген, КТ, МРТ и ультразвуковое исследование.

Основные функции PACS включают:

* Хранение изображений: PACS позволяет сохранять медицинские изображения в цифровом формате, что упрощает доступ к ним и уменьшает необходимость в физическом хранении пленок.
* Передача данных: Система обеспечивает возможность передачи изображений и связанных с ними данных между различными медицинскими учреждениями и специалистами, что способствует более эффективной диагностике и лечению.
* Управление данными: PACS включает инструменты для организации и управления изображениями, что позволяет врачам легко находить и просматривать нужные данные.
* Интеграция с другими системами: PACS может интегрироваться с другими медицинскими информационными системами, такими как электронные медицинские записи (EMR), что улучшает общую эффективность работы медицинского учреждения.

Использование PACS значительно улучшает качество медицинского обслуживания, сокращает время ожидания и повышает точность диагностики. В рамках проектируемой системы, внедрение PACS обусловлено повышением эффективности работы механизма анализа изображений. Система будет иметь доступ к хранилищу изображений и информации об исследованиях, что позволит ей проводить автономную работу по первичному описанию снимков. Данный подход снизит время ожидания получения информации врачом и позволит экономично использовать вычислительные мощности комплекса.

Постановка задачи исследования

Литературный обзор показал следующее:

1. Сфера разработки информационных систем в контексте применения искусственного интеллекта для анализа медицинских изображений и постановки первичного диагноза в настоящее время требует уточнений в области регламентирования.
2. С другой стороны, государство готово активно вкладываться в данное направление разработки, так как оно целиком и полностью соответствует стратегии развития Российской Федерации.
3. Сравнение научных, методологических, технологических и программных решений показало, что методы и инструменты для разработки ИИ в области здравоохранения существуют, но их количество ограничено. Многие из них находятся в стадии активного совершенствования и требуют значительных усилий для адаптации под специфику конкретных задач.

Существующие подходы к разработке искусственного интеллекта для анализа медицинских изображений далеки от совершенства. Они не обладают методологическим единством и характеризуются постоянным появлением новых идей и технологий, которые нуждаются в обобщении и развитии. В частности, отсутствуют готовые примеры и стандарты в свободном доступе, что затрудняет использование, улучшение и дальнейшее развитие существующих решений.

В таких обстоятельствах становится необходимым постановка и решение актуальной научной задачи — разработка информационной системы для анализа медицинских изображений c использованием технологий искусственного интеллекта, способной оказывать поддержку в постановке диагноза врачу-рентгенологу. Эта задача является важным шагом к повышению качества оказываемых медицинских услуг населению, сокращению вкладываемых ресурсов и повышение общей эффективности системы здравоохранения.

Таким образом выдвигается цель диссертационной работы **–** повышению качества оказываемых медицинских услуг населению, сокращению вкладываемых ресурсов и повышение общей эффективности системы здравоохранения путем разработки информационной системы анализа медицинских изображений с использованием технологий искусственного интеллекта.

Для достижения поставленной цели требуется выполнение следующих задач:

1. Проанализировать существующие подходы к разработке ИИ для анализа изображений.
2. Разработать модель предобработки изображений.
3. Разработать модель определения объектов интереса на изображениях.
4. Выполнить тестирование модели на большой выборке данных.
5. Проанализировать полученные результаты на эффективность при помощи различных метрик.

**ЗАКЛЮЧЕНИЕ**

В ходе учебной практики была описана общая характеристика магистерской диссертации по теме исследования и сформирован автореферат «Анализ цифровых рентгеновских снимков с использованием технологий искусственного интеллекта».

Для оценки перспектив было проведено исследование хронологии формирования технологий искусственного интеллекта в медицине, выполнена оценка уже имеющихся статей по данной теме, обозначены теоретическая и практическая значимость проводимой работы.

В рамках прохождения учебной практики также составлено описание области разработки системы искусственного интеллекта в области медицины с указанием национальных проектов и приоритетных направлений, федеральных целевых программ и государственных инициатив. Также было проведено сравнение и оценка научных, методологических, технологических, алгоритмических, программных решений по теме исследования. Были подробно описаны механизмы работы с изображениями и текстом в рамках проектируемой системы. Приведено обоснование использования PACS-системы совместно с алгоритмами искусственного интеллекта для анализа рентгеновских снимков.

В результате работы была поставлена конечная цель исследования и определения перечня задач, которые необходимо выполнить для достижения цели.

В рамках учебной практики были выполнены все задачи и достигнута цель.
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**ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ**

**Актуальность темы исследования.** Искусственный интеллект (ИИ) представляет собой одну из наиболее значительных технологических революций XXI века, оказывая глубокое влияние на различные сферы человеческой деятельности. В частности, медицина, как область, требующая высокой степени точности и эффективности, становится ареной активного внедрения ИИ-технологий. Современные достижения в области машинного обучения, обработки естественного языка и анализа больших данных открывают новые горизонты для диагностики, лечения и управления заболеваниями.

Актуальность разработки любых систем искусственного интеллекта корнями уходит в поиск возможностей частичной или полной автоматизации рутинных операций, которые до этого выполняются человеком. В части анализа медицинских изображений, весь процесс можно разбить на несколько этапов. Примером послужит рентгенодиагностическое исследование:

1. Формирование рентгеновского изображения аппаратными средствами рентгенодиагностического комплекса рентгенолаборантом.
2. Первичная обработка изображения рентгенолаборантом (кадрирование, выравнивание параметров яркости и контрастности изображения, обозначение проекций).
3. Запись изображения и сопутствующей информации в систему хранения рентгеновских изображений.
4. Получение изображения и сопутствующей информации врачом-рентгенологом на свою рабочую станцию.
5. Анализ изображения, поиск отклонений врачом-рентгенологом.
6. Формирование врачом-рентгенологом текстового заключения на основании полученной из изображения информации.

В настоящее время процесс рентгенодиагностики уже является достаточно высокотехнологичным в силу повсеместного внедрения компьютерных систем. На смену плёночным носителям рентгеновских изображений, пришла цифровая технология их получения. С другой стороны, пункты 1-2, описанные выше, пока не позволяют внедрять системы искусственного интеллекта, так как работа рентгенолаборанта заключается в правильном позиционировании как пациента, так и штативного устройства.

Пункты 3-4 на данный момент уже хорошо автоматизированы в большинстве систем, так как требуют применения типовых технологий.

Основной интерес вызывают пункты 5-6, так как в этом заключается основная работа врача-рентгенолога и она носит массовый характер. Для пункта 5 актуальным будет внедрение механизма машинного зрения, что позволит проводить поиск возможных аномалий и отклонений независимо от врача и в процессе работы система сможет формировать собственный «взгляд» на исследование.

В свою очередь, для пункта 6 можно применить языковые модели. Особенностью данного подхода станет формирование нескольких предложений, касательно каждой обнаруженной аномалии на изображении. В перспективе такой приём может позволить сократить временные затраты на анализ каждого исследования, а соответственно повысить эффективность системы рентгенодиагностики.

Российская система здравоохранения нуждается в повышении своей эффективности за счёт привлечения большого потока специалистов, но это не всегда возможно в условиях географических особенностей. Национальная академия медицинского образования имени Н.А. Бородина провела исследование и опубликовала статью на портале ДЗЕН. В данной статье основной акцентировано внимание на причины нехватки врачей, которые заключаются в том числе и в неравномерном распределении кадров по стране. Существует большое количество причин данному явлению, но всё сводится к различному уровню жизни в регионах, что влияет также на уровень зарплат специалистов. Это приводит к оттоку специалистов в столичные регионы.

Помимо проблемы миграции специалистов, также существует общая нехватка кадров в отрасли. На заседании экспертного совета по здравоохранению в Совете Федерации по социальной политике в 2023 году прозвучало, что потребность в кадрах составляет 29 тысяч врачей и 63 тысячи средних медицинских работников. Об этом свидетельствует статья на портале РИА Новости.

Таким образом, в ближайшие годы с малой вероятностью произойдет насыщение системы здравоохранения необходимым количеством специалистов. В данном случае, для повышения эффективности необходимо внедрять решения, обладающие возможностью для снижения затрат ресурсов для медицинского обслуживания населения.

**Степень разработанности темы.** Проблема создания систем искусственного интеллекта для анализа медицинских изображений исследуется повсеместно. Например в работе Горюшкина Е.И. и Антипина А.В., где описывается метод решения данной проблемы с помощью языковых моделей, а именно CHATGPT, показан достаточно интересный подход к решению данной задачи. Однако этот способ имеет существенный недостаток – языковая модель может лишь участвовать в диалоге и у неё отсутствует возможность формирования описания изображения. Таким образом, используется промежуточная среда в виде другого сервиса, которая сначала составляет текстовое описание изображения, что может повлечь за собой погрешность в итоговом результате.

Также необходимо помнить, что в настоящее время рентгенология в России претерпевает технологическое преобразование. До сих пор до конца не закончен переход от аналоговых методов формирования изображения к цифровым. Камышанская И.Г., Черемисин В.М., Питель Е.С., Садуакасова А.Б. в своей работе, где описывалось современное состояние рентгенотехники и рентгенологии в России, указывают что «Современный период развития рентгенотехники следует также рассматривать как переходный, когда сосуществуют классическая плёночная аппаратура и современное цифровое оборудование». С другой же стороны переход на цифровую аппаратуру выгоден государству, и оно будет способствовать скорейшему окончанию данного переходного периода.

С другой стороны, в зарубежном секторе программного обеспечения уже присутствуют наработки в области анализа рентгенограмм при помощи ИИ. В обзоре медицинского программного обеспечения с искусственным интеллектом, составленным Ненашевой Е.А., повествуется о ПО «OsteoDetect», которое специализируется на оценке специфичных областей дистального конца лучевой кости, где обычно возникают трещины.

На текущий момент широкое распространение систем для анализа медицинских изображений отсутствует. Проводятся эксперименты по внедрению таких систем в Москве, что может говорить о не скором внедрении подобных решений по всей территории России.

**Объект исследования –** Рентгеновские изображения, используемые в медицинской диагностике, и их интерпретация с помощью технологий искусственного интеллекта.

**Предмет исследования –** Методы и алгоритмы искусственного интеллекта, применяемые для анализа рентгеновских изображений.

**Цель диссертационной работы** – улучшение качества существующих и поиск новых решений для анализа рентгеновских снимков с использованием технологий искусственного интеллекта.

Для достижения поставленной цели требуется выполнение следующих задач:

1. Проанализировать существующие подходы к разработке ИИ для анализа медицинских изображений и осуществить поиск готовых решений, основанных на принципах открытого исходного кода.

2. Создать алгоритм машинного зрения для распознавания рентгеновских изображений.

3. Создать алгоритм текстового описания обнаруженных аномалий.

4. Провести тестирование функционала на основе обезличенных рентгеновских исследований.

**Научная новизна** диссертационного исследования заключается в следующем:

1. Разрабатываемая система способна анализировать изображения методами машинного зрения и формировать пользователю подсказки в виде подсвечивания областей интереса.
2. Разрабатываемая система обладает функционалом формирования текстового описания найденных областей интереса «врачебной лексикой», что позволит быстрее и эффективнее формировать диагноз.
3. Разрабатываемая система включает в свой состав PACS систему для хранения и систематизации исследований.
4. Разрабатываемая система имеет возможность выступать в виде DICOM просмотрщика изображений, что исключает необходимость в использовании стороннего ПО.
5. Разрабатываемая система интегрирована с текстовыми редакторами свободного распространения для удобной работы с документами в едином формате.

**Теоретическая значимость работы.**

Работа вносит вклад в развитие теории анализа медицинских изображений при помощи технологий искусственного интеллекта. Предложенные теоретические положения описывают методы сбора данных, разработки алгоритмов машинного обучения для формирования механизма распознавания медицинских изображений. Полученные результаты могут быть использованы для дальнейших исследований в области искусственного интеллекта и медицинской диагностики.

**Практическая значимость работы.** В рамках работы создаётся информационная система, выступающая в роли интерактивного справочника с возможностью анализа поступающих рентгеновских изображений. Данная система содержит в своём составе сервис для анализа изображений методами машинного зрения, языковую модель для составления предварительного диагноза, пакет программного обеспечения для хранения и систематизации рентгеновских изображений, также известная как PACS-система.

**Методы исследования.** Системный анализ, теория управления и принятия решений, методы машинного обучения, теория вероятностей и математическая статистика, методы объектно-ориентированного проектирования, процедурные методы разработки программного обеспечения.

**Положения, выносимые на защиту.**

1. Методика анализа медицинских изображений методами машинного зрения.
2. Методика описания областей интереса на изображениях в текстовом виде с использованием языковых моделей.
3. Алгоритм сбора и обработки информации для реализации технологии искусственного интеллекта в рамках проекта.
4. Система принятия решений и построения проекта диагноза на основе разработанных методик, моделей, процедур и алгоритмов.